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Abstract

The goal of this paper is to build leading indicators to predict the capital goods business
cycle in Brazil. We propose a probit model with autoregressive dynamics consisting
of series with predictive power to anticipate contractions in this sector. The model is
especially suitable for this sector as it includes information about the characteristics of
cycle phases and their duration in the estimation of recession probability, and adapts
well to the high volatility of the capital goods business cycle. The results indicate that
the dynamic probit model has a better forecasting performance than the simple probit
model in several aspects, both within and out of sample and in real time.
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1. Introduction

The financial crisis that impacted the world economy at the end of 2008 inter-
rupted a five-year period of strong output growth, both in developed and emerging
countries.1 The intensity of this phenomenon sparked new interest in business cy-
cles and in the ability to predict these movements, especially through coincident,
leading, and lagging indicators.

The primary goal of this paper is to build leading indicators that can predict
business cycle turning points in the Brazilian capital goods industry using a dy-
namic probit model.2 The purpose is to combine the autoregressive probit model
of Chauvet and Potter (2005) with the autoregressive probit model of Dueker
(1997), in which both the latent variable and the binary indicator, which deter-
mine the cyclical movements, follow autoregressive processes, respectively. This
method allows constructing more accurate forecast probabilities. It is common
knowledge that simple probit models generate recession probabilities period-by-
period. On the other hand, the method proposed in Chauvet and Potter (2005)
allows constructing “first-time” hitting probabilities of a recessionary (or expan-
sionary) period and probabilities that the cycle phase will continue for k periods
ahead. These “first-time hitting” probabilities take into account information on
the duration of cycle phases, which potentially yield more accurate predictions of
recessions and expansions. The introduction of an autoregressive process for the
binary indicator, as in Dueker (1997), also allows the use of information about the
duration of the business cycle in the generation of forecast probabilities, yielding
probabilities with higher signal-to-noise ratio. Therefore, by using the Bayesian
estimation method, this paper compares the traditional recession probabilities of
the simple probit model with the posterior mean of the initial probabilities of
the proposed model, the probability intervals given by the estimated posterior
distribution and the first-time hitting probabilities in- and out-of-sample.

The combination of these two probit models is one of the contributions of
this paper and, to our knowledge, it has not been proposed in the literature.
Another contribution of this paper is the assessment of cyclical characteristics of
the capital goods industry, in addition to the construction of leading indicators
for this sector.3 This industrial sector is one of the most dynamic and contains
macroeconomic inferences of characteristics related to investment and to potential
GDP, which makes it very sensitive to changes in the economic scenario.

1See Bajari et al. (2008), IMF (2008) and Kose et al. (2008).
2Turning points refer to the beginning and end of business cycle phases: peaks represent the

beginning of recession periods while troughs represent their end.
3According to IBGE, the capital goods industry includes the production of several items in

the following segments: metal products; computer equipment, electronic and optical devices;
electrical machines, devices and materials; machinery and equipment; motor vehicles, trailers
and bodies; other transportation equipment; furniture; miscellaneous products. According to
PIA/IBGE data for 2008, the value-added of industrial transformation of this aggregate amounts
to 16.3% of the total of the Brazilian industry.
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This paper extends Chauvet and Silva (2004) and Chauvet and Morais (2008).
Chauvet and Silva (2004) use a simple probit model to predict business cycles
at the aggregate level for the Brazilian economy whereas Chauvet and Morais
(2008) build leading indicators for the Brazilian GDP using an autoregressive
probit model with recurrent structural changes, as proposed in Chauvet and Potter
(2005).

Monitoring the economic activity through coincident and leading indicators is a
traditional and successful method in the USA since the seminal work of Burns and
Mitchell (1946). Economic indicators became popular in most OECD countries in
the 1970s and 1980s and, with the growing global economic integration, they have
disseminated further all over the world.

The interest in studying business cycles in Brazil is still recent, but there exists
an ever-increasing applied literature.4 Nevertheless, there is a gap in the literature
applied to Brazil in this area, especially with respect to sectoral analysis. Among
the main motivations of this paper, we have: the analysis of business cycles of an
important economic sector for the aggregate economic dynamics, such as that of
the capital goods industry, and the investigation of how their cyclical movements
are related to that of the economy as a whole.

Since no business cycle dating procedure is available for the industrial pro-
duction series under the capital goods category, we used the method of Bry and
Boschan (1971) in this reference series.5 The results indicate that, between Jan-
uary 1991 and June 2009, the capital goods industry had five recession periods
with mean duration of 51 months from peak to peak and 45 from trough to trough.
The longest recession occurred between the fourth quarter of 1997 and the third
quarter of 1999. Moreover, the business cycle in this segment and that of the
aggregate economy share some similarity, as dated by the Business Cycle Dating
Committee (CODACE) for the Brazilian GDP.6 However, recessions in the capital
goods industry were longer and more pronounced.

In what follows, we use the simple and proposed dynamic probit model, linear
regressions and analysis of turning points to organize and select the most important
leading indicators of recession from a set of over 200 economic series. We select
indicators that predict the behavior of capital goods production, classified into
short-, medium- and long-term.

4Worth mentioning are Chauvet and Potter (2001), Chauvet (2002), Ellery Jr et al. (2002),
Picchetti and Toledo (2002), Chauvet and Silva (2004), Duarte et al. (2004), Chauvet et al.
(2006), Lima et al. (2006), Morais and Portugal (2007, 2008), Araújo et al. (2008), and Chauvet
and Morais (2008).

5This paper uses Haywood’s (1973) extension. This extension includes an additional criterion,
which takes into account the length of the cycles.

6The Business Cycle Dating Committee (CODACE) was set up by the Brazilian Institute of
Economics (IBRE) with the aim of identifying the peaks and troughs of the Brazilian economy.
This committee consists of a panel of seven independent economists and is similar to the NBER’s
business cycle dating committee.
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After the selection of the relevant indicators, the next step was to predict
recession phases. In order to accomplish that, leading variables are combined in
the proposed dynamic probit model and the results are compared with those of
the simple probit model and of the probit model proposed in Chauvet and Potter
(2005), both out-of-sample and in real time. The models are estimated using
Bayesian methods.

Given the uncertainty with respect to the beginning and end of recessions,
this analysis shows the importance of constructing leading indicators, which yield
effective signals of business cycle turning points. The results indicate that the
models provide different insights about the probability of future recessions, pre-
dicting them 1 to 14 months ahead. It is interesting to notice that the recession
probabilities of the simple probit model show large uncertainty over their values,
hindering a conclusion about the end of the 2008-2009 recession. The real-time
recession probabilities of the autoregressive probit model, on the other hand, in-
dicate that the last recession period in the capital goods sector ended in the first
half of 2009. The probability that it could have ended in July 2009 (based on data
up to December 2008) is relatively high, and this prediction is much less uncertain
than the one obtained from the simple probit model.7 The proposed model also
displays less uncertainty about this prediction when compared to the prediction
from the probit model of Chauvet and Potter (2005).

In summary, the recession signals obtained from the simple probit models
within- and out-of-sample show large uncertainty over their values, which makes it
difficult to draw more conclusive interpretation of their turning point prediction.
On the other hand, the recession probabilities of the proposed autoregressive pro-
bit model improve the signal-to-noise ratio compared to the simple probit model
and to Chauvet and Potter’s model (2005). In addition, the resulting predictions
are a lot less uncertain.

The present paper is organized as follows. Section 2 reviews the related litera-
ture on business cycles and leading indicators. Section 3 describes the models used
and the first-time hitting probabilities of the cycle phases. Section 4 presents the
business cycle dating procedure for the capital goods industrial production. Sec-
tion 5 describes the process used to classify and select the best leading indicators.
Section 6 discusses the forecast results and Section 7 concludes.

2. Review of the Literature

The first studies on cycles in the international literature were related to climatic
events and focused on their conceptualization and characterization. Application to
economic cycles began with the seminal work of Burns and Mitchell (1946), with
contributions and later extensions of Moore (1983), and Zarnowitz (1992), among
many others. Bry and Boschan (1971) proposed a method for obtaining turning

7The first version of this paper was written in July 2009, when no information on the end of
this recession was available.
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points in series using an algorithm that formalizes the ideas of Burns and Mitchell
(1946). More recently, intensification of research in the area has encouraged the
inclusion of more rigorous statistical techniques to measure several stylized facts
about business cycles. Stock and Watson (1989, 1991, 1993) propose the use of
dynamic factor models to obtain coincident indicators. Hamilton (1989, 1990) pro-
poses univariate Markov regime switching models to capture business cycle phases,
taking into consideration several important characteristics such as asymmetry, du-
ration, and intensity of cycles. More recently, Chauvet (1998) proposed the use of
a combination of multivariate dynamic factor models with Markov regime switch-
ing in order to obtain economic indicators for the United States, and Chauvet
(2001b) to obtain a coincident indicator of the Brazilian economy.

In the literature, univariate or multivariate Markov switching models are often
used to characterize cycle phases and to inform the state of the economy with co-
incident indicators, whereas probit models are used to predict their turning points.
Multivariate Markov models can also be useful for building leading indicators and
forecasting recessions, as in Chauvet (2001a), but this requires that the included
leading series have synchronized cyclical movements, which restricts the number
of possible variables. For this reason, Chauvet and Silva (2004), Chauvet and
Morais (2008) and the present paper use probit models to build leading indicators
for Brazil.

In the analysis of business cycles, peaks represent the end of an expansionary
period and troughs indicate the end of a recessionary period, called turning points.8

This definition contrasts with the most popular one, which assumes that recession
is a sequence of decreases in the rate of growth of economic activity. However,
from the perspective of the economy as a whole, there may be a contraction in
a sector (e.g., industry), but the cycle phases may be different in other economic
sectors. Thus, an economic recession not only involves the behavior of a single
variable or sector, but also the joint behavior of indicators that are representative
of the aggregate economic activity.

The interest in investigating business cycle in Brazil is still recent, but there ex-
ists a growing literature that applies different estimation techniques. Barros (1993)
uses the principal component method to model sectoral comovements. Engle and
Issler (1993) use autoregressive vectors to capture short- and long-term comove-
ments of GDP per capita in Argentina, Brazil, and Mexico in the postwar period.
Chauvet (2001b) uses nonlinear dynamic factor models to build a composite indi-
cator of the Brazilian GDP and Chauvet (2002) utilizes Markov switching models
and alternative ad-hoc methods to characterize and date periods of recession and
expansion in Brazil. Duarte et al. (2004) compare three alternative indices for
economic activity in Brazil using the canonical method. Ellery Jr et al. (2002)
study the cyclical characteristics of production in Brazil using a general equilib-

8See Zarnowitz (1992) for a discussion on business cycle and Milas et al. (2006) for several
applications.
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rium approach. Araújo et al. (2008) propose a method for constructing a secular
series for the Brazilian GDP, which was also useful for characterizing changes in
the historical output volatility.9 Hollauer et al. (2009) use the Conference Board
method, linear dynamic factor models and the approach of Mariano-Murasawa to
build coincident indicators of Brazilian industrial activity.

In addition to these studies, there are some others that focus on sectoral or
regional analyses. For instance, Picchetti and Toledo (2002) use a linear dynamic
factor model to extract a common stochastic component in industrial production.
Morais and Portugal (2007) build a composite indicator for the industrial activity
of the State of Rio Grande do Sul; Morais and Portugal (2008) apply the Markov
regime switching model to identify stylized facts of industrial production cycles
in the main Brazilian states; and Morais and Frainer (2005) investigate economic
cycles in the industry of Bahia. More recently, Chauvet (2012) studies business
cycles in Minas Gerais, establishing a chronology of recessions and constructing
coincident and leading indicators for the economy of this Brazilian state.

Notwithstanding these studies on cycles, estimates of their turning points and
construction of aggregate coincident indicators for Brazil, there is still a gap in
the literature concerning the investigation of leading indicators, particularly for
sectoral data. The works of Chauvet and Morais (2008), Campelo Júnior (2008),
and Chauvet (2012) are some of the few which focus on leading indicators for
sectoral analysis. Campelo Júnior (2008) uses the traditional NBER method,
causality tests, and linear regressions to build leading indicators for the Brazilian
industry.

For aggregate data, however, there are the papers of Chauvet (2001a), who
builds real-time leading indicators of the Brazilian inflation; Contador and Ferraz
(2001), who use traditional nonparametric methods for the construction of leading
indicators for economic activity; Chauvet and Silva (2004), who use simple probit
models to identify leading variables for the Brazilian business cycle; Lima et al.
(2006), who use the principal component method applied to a large dataset to build
leading and coincident indicators for the Brazilian economy. There are some other
related articles, which do not aim to predict business cycle turning points, but
to temporally project the aggregate activity instead. For example, Ferreira et al.
(2005) use diffuse linear and nonlinear indicators to predict the rate of growth of
the Brazilian GDP, and Chauvet et al. (2006) compare the forecast ability for GDP
growth in Brazil using several specifications of Markov regime switching models.

9The chronology of recessions found by the authors is similar to the one obtained in Chauvet
and Potter (2001), Chauvet (2002).
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3. Probit Model

3.1 Simple probit model

Suppose a latent variable, Y ∗t , for which there is a binary realization of an
indicator Yt that represents the occurrence or not of an event. In the present
paper, it is assumed that the variable Y ∗t represents the business cycle phases of
the capital goods sector, recession or expansion, given by:

Yt =

{
0 if Y ∗ < 0
1 if Y ∗t ≥ 0

(1)

It is assumed that a business cycle n begins one month after the end of a
recession and goes on up to the month in which a trough is observed. Therefore,
if tn−1 is the end date of business cycle n − 1 then the dates of business cycles
n are given by t ∈ {tn−1 + 1, . . . , tn − 1, tn}, which leads us to associate the set
of expansionary cycles with E = ∪En and the set of recessionary cycles with
R = ∪Rn. In the analysis of leading indicators, the main goal is to predict Y ∗t ,
i.e., the turning points of the cycles. In the case of the probit model, this can be
obtained from:

Y ∗t = β0 + βmSt−k + εt εt
IID∼ N(0, 1) (2)

where St−k is the set of leading series, k is the forecasting horizon in months and
βm, with m = 1, . . . ,M , are the regression coefficients.

The traditional recession forecasts are obtained from the conditional probabil-
ity of occurrence of a recession (Y ∗t ≥ 0)k periods ahead, based on a simple normal
cumulative distribution function, Φ(.):

P (Y ∗t ≥ 0|St−k, β) = Φ [β0 + βmSt−k] (3)

where β = [β0, βm]′.

First-time Hitting Probability and Recession Forecast

An alternative method for building probabilities takes into account the first
time a recession occurs or its complement, such as the probability to remain in
an expansion (Chauvet and Potter, 2005). This type of probability includes more
information to forecast business cycles, since it takes into account the duration of
business cycle phases. Let the first occurrence of a recession be:

HR(t) =
{
H : Y ∗t+H > 0, Y ∗t+H−1 < 0, · · · , Y ∗t+1 < 0

}
with associated first-time hitting probability of a recession given by:

πR(k, t) = P [HR(t) = k]P
[
Y ∗t+k > 0/Y ∗t+k−1 < 0, · · · , Y ∗t+1 < 0

]
(1−πR(k− 1, t))
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where πR(0, t) = 0 and k = 1, 2, . . . ,K. Therefore, πR(k, t) is the probability
that a recession HR(t) will take place for the first time in month k of fore-
casting horizon K. This derivation is based on the hypothesis that the state
of the business cycle is known at t, yielding K forecasting periods. These ex-
pressions, conditional on the sequence of values of the selected leading indicators
Skt−K = {St−K+1, St−K+2, . . . , St−K+k}, give:

πR(k, t) = Φ [β0 + βmSt−K+k] Πk−1
s=1 {1− Φ [β0 + βmSt−K+s]} (4)

In the simple probit model, πR(k, t) represents a constant conditional probabil-
ity of recession, which is closely related to the likelihood function of the observed
data:

L
(
Y T /ST−K , β

)
=
∏
t∈R

Φ [β0 + βmSt−K ]
∏
t∈E
{1− Φ [β0 + βmSt−K ]} (5)

Another tool suggested by Chauvet and Potter (2005) consists of the real-time
forecast of the probability of a continuing expansion for k additional months. For
the simple probit model, this forecast is obtained from the equation:

k∏
s=1

{
1− Φ

[
β̂0 + β̂mST+k−s

]}
(6)

where, by construction, the forecast converges to 0 when k increases.

3.2 Dynamic autoregressive probit model

In this paper, we propose a combination of the probit models of Chauvet and
Potter (2005) and of Dueker (1997). Chauvet and Potter’s (2005) model generalizes
the simple probit model by introducing dynamics into the latent variable Y ∗t ,
such that it follows a first-order autoregressive process, implying different first-
time hitting probabilities. Thus, equation (2) includes the dynamics of the latent
variable:

Y ∗t = β0 + βmSt−kθY
∗
t−1 + εt (7)

assuming that the autoregressive coefficient |θ| < 1 and the initial business cycle
is partially observed beginning at t = K+ 1(t1 = K) This model is combined with
Dueker’s (1997), which proposes a probit model with an autoregressive process for
the binary indicator Yt:

Y ∗t = β0 + βmSt−k + θY ∗t−1 + φYt−1 + εt (8)

An important economic aspect is that, because of the potential presence of
outliers or structural breaks in several series, the determination of business cycles
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can differ over time. This can occur even if the same methodology is applied
to the same series. Note that the impact of structural breaks on the frequency,
duration and probabilities of recession can be especially significant, as shown by
Chauvet and Potter (2001, 2005, 2010). In this paper, we also consider a version
of the probit model with recurrent structural breaks proposed by Chauvet and
Potter (2005). In this case, it is assumed that the parameters of the model can be
different in each one of the business cycle. Thus, equation (7) is modified, allowing
the variance of the residuals to vary across business cycles:

Y ∗t = β0 + βmSt−k + θY ∗t−1 + φYt−1 + σ(t)εt (9)

Assuming that, |θ| < 1, σn = σ(t) if tn−1 < t ≤ tn with n = 1, . . . , N . There-
fore, Φn[β0 + βmSt] = Φ[β0 + βmSt)/σn], and the model allows for different pa-
rameters in each cycle, with βn0 = β0

σn
and βn1 = βm

σn
.

First-time Hitting Probability and Recession Forecast

The estimation of the probit model in the presence of an autoregressive com-
ponent for the latent variable using a classical likelihood method is complex and
requires the calculation of multiple integrals over the unknown value of the lagged
latent variable. This procedure increases the complexity of the estimation.

As in Chauvet and Potter (2005), this paper uses Bayesian methods to estimate
the models with the Gibbs sampler. The Bayesian method solves this problem in
a relatively simple way compared to the classical likelihood method. One of its
advantages is that it utilizes distributions of the predicted probabilities, which
contain information on the uncertainty of the parameter and on the most recent
values of the latent variable.

In order to find the probability of recession at time t of the dynamic probit
model, it is necessary to integrate all the values of the latent state variable. For
instance, if the economy is in a period of expansion at time t and cycle n, then
the first-time hitting probability, previously given in the simple model by (4), is
modified to:

πR(t, 1) =

∫
yt<0

Φn (β0 + βmSt−K+1 + θy∗t + φyt) f
(
y∗t /S

t
)
dy∗t (10)

This way, the probabilities k periods ahead are given from multiple integration
of {Y ∗t+s : s = 0, . . . , k − 1}:

πR(t, k) =

∫
ẏt<0

· · ·
∫

ẏt+k−1<0

Φn
[
β0 + βmSt−K+k + θy∗t+k−1 + φyt+k−1

]
k−1∏
s=0

{
1− Φn

[
β0 + βmSt−K+s + θy∗t+s + φyt+s

]}
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f
(
y∗t+k−1, · · · , y∗t /St

)
dy∗t+k−1 · · · dy∗t (11)

Hence, the likelihood function, instead of being given by (5), can be written as
the product of πR(t, k) and πE(t, k):

L
(
Y T /ST−K , β, {σn}, θ, φ

)
= πE (tN−1, T − tN−1)

N−1∏
n=2

{πR (n− 1 + 1, tn − tn−1 − rn + 1) ΠE (tn − rn, rn)} (12)

In (12), the term πE(tN−1, T−tN−1) represents the probability associated with
a continued expansion. That is, the probability of not observing a recession in the
latest T − tn−1 periods of the sample.

One of the differences in the forecasting analysis when the Bayesian method
is used is that the cumulative distribution function is evaluated at each draw of
the Gibbs sampling, instead of using a maximum likelihood estimator. Thus, the
collection of forecasts can then be averaged to yield an estimate of the posterior
mean of the recession probability. For the simple probit model, the forecasts are:

P̂
(
Y ∗T+K ≥ 0/ST , S

T−K , ψ, YT
)

=
1

I

1∑
i=1

Ψ
[
β{i}m ST

]
(13)

where ψ represents the hyperparameters of the prior distributions and the hy-
pothesis of the initial conditions of the latent variable and of the leading variables.
The posterior predictive distribution can be analyzed directly in order to obtain
confidence intervals for the recession probabilities.

The second difference is concerned with the estimation of the autoregressive
component for the latent variable in the proposed model and forming forecasts.
The forecasts for the unknown values of the lagged latent variable are obtained
from the numerical integration in each step of the Gibbs sampler, generating a
draw of Y ∗T , θ and σ. In what follows, these values can be used to simulate J time
series realizations of {Y ∗T+s; s = 1, 2, . . . , k} using values of the observed leading
variables from T −K + 1 to T − 1. The average of these J draws is given by:

P̂
(
Y ∗T+K ≥ 0/ST , S

T−K , ψ, Y
∗{i}
T , Y

{i}
T , ξ{i}

)
=

1

J

J∑
j=1

Φ[
[
(
β
{i}
0 + β{i}m St + θ{i}Y

∗{j}
T+k−1 + φ{i}Y

{j}
T+k−1

)
/σ
{i}
N

]
(14)

where ξ{i} represents the set of draws of parameters in the i-th iteration. An
estimate of the posterior mean of the recession probabilities can be obtained from
averaging the estimated probabilities over the draws. The collection of draws
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yields an estimate of the posterior distribution, improving the accuracy of real-
time turning point forecasts.

The main goal of the analysis of the relationship between leading indicators
and turning points of business cycles is to build better forecasts of these turning
points. In this paper, we use these tools to obtain real-time recession forecasts
for the industrial production of capital goods in Brazil. In particular, we use
the posterior mean of the initial probabilities, the probability intervals given by
the estimated posterior distribution, and the cumulative product of individual
probabilities (first-time hitting probabilities), in addition to information from the
simple recession probabilities of the probit model. Detailed information about the
estimation method can be found in Chauvet and Potter (2005).

4. Business Cycles Chronology for the Capital Goods Industry

In order to analyze the forecasting performance of leading series in indicating
the beginning and end of business cycle phases, it is necessary to first determine
the chronology of these cycles. These recession reference dates are the forecasting
objects that the leading indicators must predict.

There are several methods (parametric and nonparametric) proposed in the
international literature for dating business cycles (see, for instance, Harding and
Pagan (2003) for a discussion). In this paper, we use the method of Bry and
Boschan (1971), extended by Haywood (1973), to assess the cyclical variations
in the capital goods industry.10 Note that this method follows the traditional
definition of business cycles, in which the peak-to-peak or trough-to-trough periods
should have at least 15 months whereas the duration of an expansion or of a
recession cannot be shorter than 5 months.

The dating process of this methodology also follows some specific rules. For
instance, no turning point is considered within a six-month interval before the
sample end or after its beginning. This is an important issue, as the turning
points closest to the end of the sample period will be eliminated in the estimation.
In addition, the method also involves elimination of extreme local minima and
maxima values, and the use of moving averages with frequency of three to six
months, depending on the monthly cyclical dominance.

The goods capital industrial production, obtained from the Brazilian Institute
of Geography and Statistics (IBGE),11 is the reference series used for Brazil. Fig-
ure 1 shows its behavior and the dating of its cycles (shaded area). In the period
analyzed, with data from January 1991 to April 2009, the capital goods industry
had five recessions. Notice that up to 2003, the series oscillated within a station-
ary interval. This is a curious dynamic, as with the price stability attained by

10Special thanks to Mark Watson for providing the GAUSS routine used to implement the
method of Bry and Boschan (1971). The statistical results were omitted due to space consider-
ation and are available from the authors upon request.

11The index number was seasonally adjusted by the X-12 method.
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the Real Plan, one would expect improvement of the economic environment and
of the forecast of economic agents with positive impact on investments. However,
it took around 10 years for production to return to the same level reached before
the Real Plan. Moreover, three recessionary cycles were experienced by this sector
during this period. The most severe recession occurred in the first years of the
Real Plan, possibly indicating the strong sensitivity of this industry to exchange
rate, as it was also the case in the fourth cycle, from July 2001 to March 2003.
Nevertheless, from 2003 on, the production of capital goods grew strongly, which
was only interrupted more recently by the world financial crisis in 2008.

Figure 1
Production of Capital Goods and Dating of Business Cycles

Source of raw data: IBGE.

The dating of the business cycle for the production of capital goods, as well as
those established by CODACE for aggregate economic activity in Brazil (herein
represented by the GDP), are shown in Table 1. In order to make this comparison,
the index number of the industrial series was converted into quarterly frequency.
As it can be observed, the dates are similar, especially with respect to the begin-
ning of recessions (peak). Nonetheless, the aggregate economic activity had six
recessions in the analyzed period, one more than the capital goods industry. This
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is due to two mild and very short recessions that affected the Brazilian aggre-
gate economy between 2001 and 2003, which correspond to one longer recession
in the capital goods production sector. Therefore, the estimates indicate that this
recession had one less peak and trough than the Brazilian business cycle.

In the first version of this paper, written in July 2009, the analysis did not allow
inferring that the last recession ended in 2009, both for the Brazilian economy and
for the industrial production series. This occurs because the method used for this
estimation needs six observations at the end of the series to find a turning point.
Since the last piece of information available for the industrial production series was
that of April 2009, there were not enough data to determine the end of recession.
However, the trough was predicted by leading indicators in real time, as it will
be discussed in the next section. In the present version of the paper, the method
applied to more recent data indicates that the end of recession in the capital goods
sector occurred in May 2009.

Figure 2 shows the GDP series for Brazil (index number), the capital goods
production series and the respective business cycles dating. The lighter shaded
area corresponds to the business cycle dating for the Brazilian economy according
to CODACE. The area marked by vertical lines corresponds to the dating of capital
goods industrial cycles. Finally, the darker shaded area shows the periods in which
there is a recession in the capital goods sector, but an expansion in the Brazilian
aggregate economic activity.

As observed, the recessionary periods in the capital goods industry are longer
than those of the Brazilian economy. In general, they last three months to one
year more than recessions in the aggregate economic activity. While the mean
duration of recessions in Brazil is three quarters in the analyzed period, the mean
duration of recessions in the capital goods sector is five quarters.

Persistence of a recession for a longer period can be explained by the intrinsic
characteristics of the industry in this category, as well as by the sequential move-
ments often observed in the production chain of each sector. When the economy
is recovering, indicating the end of a recession, there is an initial increase in the
consumption of final goods and in the production of intermediate goods. Some
variables such as hours worked and wages paid to workers also increase. Only after
the first signs of robustness of this economic recovery, captured by the aggregate
GDP, will the confidence of entrepreneurs be restored. Naturally, after continuing
economic recovery signs, there will be a recovery in the investment level, with an
impact on the production of capital goods.

Note also that the cycles of capital goods production oscillate more than those
of the GDP. This result is expected, since the aggregate activity includes several
productive segments and the service sector that display milder cycles. In any case,
a more pronounced cycle in the capital goods industry indicates large uncertainty
surrounding this productive segment.
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Figure 2
Production of Capital Goods, Brazilian GDP, and Business Cycle Dating

Source of raw data: IBGE. Dating of the Brazilian Business Cycle: CODACE.
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5. Selection of Leading Indicators

The construction of cyclical indicators requires a statistical investigation of a
broad array of candidate series. The first step is the determination of the reference
series, which will represent the business cycle of a country or sector of economic
activity for which one seeks to predict turning points. This was done in the
previous section for the capital goods industrial production series.

The second step, to be implemented in this section, is the selection of leading
indicators. Based on a large set of data series, categorized by related areas, the
series are pre-selected based on two criteria. The first one contains practical in-
formation on the quality and reliability of the data, such as: the candidate series
should not be subjected to frequent methodological revisions; the data should be
available for timely consultation and should be long enough to represent several
cycles. In addition, for real-time monitoring of the economy, the data must be
available at the highest frequency possible, which for this sector implies that the
candidate series should have monthly periodicity. The second criterion concerns
the economic significance of the data – i.e., there must be an economic reason to
regard a series as a leading variable, as is the case, for example, of:

(i) measures of the initial stages of the production process (inputs, intermediate
products, energy, etc.);

(ii) variables that represent supply and demand pressures, or that can contribute
towards economic fluctuations such as those that reflect fiscal and monetary
policies;

(iii) series that indicate changes in expectations of the private sector, such as
confidence indices and financial market indices and;

(iv) variables more sensitive to economic fluctuations (e.g., hours worked, mea-
sures of stock, etc.).

As the goal of the article is to forecast cycles, the trends of all series were
removed according to the results of unit root and structural break tests, and all
series were tested for stochastic trend (unit root) with structural breaks or deter-
ministic trend with structural breaks. The augmented Dickey and Fuller (1979)
and Phillips-Perron’s (1998) tests were used to test for unit roots. In addition, Per-
ron’s (1989) test was used with the null hypothesis of integration with structural
breaks against the alternative of deterministic trend in the presence of structural
breaks. Based on the result of these tests, the series were transformed into log first
differences if unit root tests (with potential structural breaks) indicated stochas-
tic trends, or transformed into stationary ones through regressions if the tests
indicated deterministic trends (with potential structural breaks).

The third step consists of statistical evaluation of the indicators. As with the
reference series, the turning points for the candidate series are determined so that
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they can be compared with the reference ones. The cross correlation between the
reference cycle and the cycle of each of the leading series allows identifying their
average prediction lead.12 This correlation is complemented with cross-spectral
analysis,13 causality tests, and dynamic factor analysis. The use of factor models
allows extracting a common component for each indicator which, compared with
the cross correlation with the common component of the reference series, helps with
their classification into leading, coincident or lagging indicators (see, for instance
Zarnowitz, 1992, Chauvet, 2001a).

Leading indicators were also classified according to their forecasting perfor-
mance of recessions within- and out-of-sample. Probit models using the dating
of the reference series as the dummy variable and with each of the leading in-
dicators as explanatory variables were estimated to classify the best candidates
and the best forecast horizon, using Hannan-Quinn, Akaike information (AIC)
and Schwarz information (SIC) criteria, the maximum likelihood ratio test, and
McFadden’s R-squared.

First, around 200 series were studied and classified according to their forecast-
ing power within- and out-of-sample. We give weight both to the ability of the
data to predict turning points in the capital goods production sector as well as
to the predictive power for aggregate economic cycles. Among the best leading
indicators, several of them measure the initial stages of production (e.g. inputs)
or measure domestic and foreign demand.

The indicators are classified into two types: those that predict the economy
within a relatively short period, from one to five months (short lead models) and
those that precede recessions with a longer lead, from six months to two years (long
lead models). The best six leading variables of recessions in capital goods were
selected. Among these variables, there are some which have a good forecasting
power both with short and long leads. Table 2 presents the best leading series,
taking into account all the methods mentioned above.

The set of Figures 3 shows the dynamics of those variables selected for the
short-term model, where the influence occurs one to two quarters ahead, and for
long-term models, with a forecasting horizon of one to two years. The shaded
areas indicate the recession dates found in the previous section for capital goods
production.

The first issue to consider is the economic relevance of these series. Two of
them are typically related to the raw material sectors, such as coal extraction
and manufacturing of organic chemical products. Two of them show an interme-

12Albeit useful, this method has some practical shortcomings such as the fact that it measures
only the linear relationship between the variables and that extreme values can influence the
estimated cross correlation. In any case, it does signal a leading behavior.

13This method decomposes the time series into a frequency series that represents fixed length
cycles. The comparison of these frequencies between the reference and the candidate leading
series allows identifying whether there is a common cyclical behavior. The larger the proportion
of variance explained, the higher the coherence between the two series.
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Figure 3
Leading Variables and Business Cycle Dating of Capital Goods Production
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Table 2
Selected leading variables

Code Production series
S1 Coal extraction
S21 Textile items
S31 Inorganic chemical products
S60 Tractors, agricultural machinery and equipment,

including parts and accessories
S65 Electrical material for vehicles
S71 Bodies and trailers
Source of the raw data: IBGE.

diate relation with the final goods industry, such as manufacturing of electrical
material for vehicles, bodies and trailers. Finally, the manufacturing of tractors
and agricultural machinery is taken into account in the composition of the capital
goods production index. However, as it is well-known, this index includes other
activities. In any case, the cyclical movements of manufacturing of tractors and
agricultural machinery were the most significant in the prediction of the aggregate
capital goods industry.

6. Results

In addition to the probit model, the turning points of each series were compared
with the dating of capital goods business cycle using the B-B method. Next, the
Quadratic Probability Score (QPS) was used to evaluate the forecasting perfor-
mance with respect to turning points, as well as an analysis of lead-lag relationship
comparing the cycle of leading series with the reference cycle of the capital goods
sector.

6.1 Best models

Once the leading variables and their associated leads that best predict the
business cycle phases are selected, the next step is to evaluate the forecasting
power of the combination of these variables in probit models.

At first, hundreds of models were estimated. These models contained different
combinations of leading variables classified according to the specification tests
described in the previous section. As a result of this analysis, six models were
selected: the best specifications for the simple probit model, for the proposed
dynamic probit model, and for the probit model of Chauvet and Potter (2005),
all with short and long leads. The dynamic probit model with recurrent breaks
yielded parameter estimates that are not statistically different across the capital
goods production cycles. This result is in contrast with that obtained by Chauvet
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and Morais (2008) for aggregate Brazilian industrial production, whose parameters
are significantly different across cycles. The result for the capital goods sector is
confirmed by the structural break test of Andrews and Ploberger (1994), which
indicates that it is not possible to reject the null hypothesis of no structural break
in the capital goods industrial production series.

The specification tests indicate that the best short-term model combines all
the series described in Table 3, except for coal extraction.14 For longer leads, the
best combination includes coal extraction, manufacturing of tractors, agricultural
machinery and equipment, and manufacturing of electrical material for vehicles.
These models are used to forecast capital goods production in the past decades
as well as to obtain out-of-sample recession probabilities for the 2008-2009 period.
The recession probabilities of the generalized dynamic probit model are compared
with the probabilities obtained from the simple probit model and from the probit
model of Chauvet and Potter (C-P 2005). Therefore, the following specifications
are estimated:

Model 1-sl: simple probit model with short lead;

Model 2-sl: probit model with latent and autoregressive binary process with
short lead;

Model C-P-sl: probit model of Chauvet and Potter (2005) with short lead;

Model 1-ll: simple probit model with long lead;

Model 2-ll: probit model with latent and autoregressive binary process with long
lead;

Model C-P-ll: probit model of Chauvet and Potter (2005) with long lead.

6.2 Forecasting recessions in the capital goods industry – In-sample
analysis

The data for the leading series and for the business cycle chronology go from
1991:01 to 2009:04. The forecasting horizon K is the same as the minimum fore-
casting horizon in the models. A total of 100,000 iterations were used to estimate
the probit models through the Gibbs sampling. The sampler is initiated from the
maximum likelihood estimate for the full sample of the simple probit model, but
the posterior properties are calculated only after 10,000 draws (a total of 90,000
draws).

In the within-sample analysis, the models were estimated from 1991:01 to
2006:12 and the remainder of the sample, from 2007:01 to 2009:04, was used in
the subsequent section for the out-of-sample analysis.

14The results for the dynamic probit model with recurrent breaks are not shown due to space
consideration, but are available from the authors upon request.
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Tables 3 and 4 show the posterior means of the parameters for the alternative
specifications for short and long leads, respectively. The values of the autore-
gressive coefficients in the dynamic probit model are positive and relatively high,
indicating that there is considerable persistence in the latent variable and in the
binary indicator, representing recession periods. In fact, as discussed in the pre-
vious section, recessions in the capital goods production sector are often long and
last longer than those of the Brazilian aggregate economy.

There is strong evidence in favor of the autoregressive process for the latent
variable and for the binary indicator. The natural logarithm of the Bayes’ factor,
which compares the dynamic probit model and the simple probit model, is −242, 2
between model 2 sl and model 1 sl, and −215, 1 between model 2 ll and model 1 ll.
According to Jeffrey’s criterion (1961), this evidence is decisive against the null
hypothesis (simple probit model).15 This result is also confirmed by McFadden’s
R2. The simple probit model with short lead (model 1 sl) has an R2 of only 17%
whereas this rate is 84% for the proposed dynamic probit model (model 2 sl).
For long lead models, the inclusion of the autoregressive process also leads to a
remarkable increase in McFadden’s R2 for model 2 ll (91%) compared with model
1 ll (57%). Note that both models use exactly the same series with the same lags.
Therefore, the increase in likelihood, as measured by McFadden’s pseudo R2, is
due to the inclusion of autoregressive dynamics of the latent variable and of the
binary indicator.

The Bayes’ factor test also indicates evidence in favor of the autoregressive
model for the latent variable and the binary indicator (the model proposed in
this paper) compared to the probit model with autoregressive process only for the
latent variable (the model proposed in Chauvet and Potter, 2005). The natural
logarithm of Bayes’ factor comparing these two versions is −16.8 for the short lead
and −42.5 for the long lead.

15Jeffrey’s rule concerning the evidence against the null hypothesis is as follows: lnBF > 0
indicates evidence in favor of the null hypothesis; −1.15 < lnBF < 0 indicates very weak
evidence against the null; −2.3 < lnBF < −1.15 indicates weak evidence against the null;
−4.6 < lnBF < −2.3 indicates strong to very strong evidence against the null hypothesis and,
finally, lnBF < −4.6 indicates compelling evidence against the null hypothesis.
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Table 3
Posterior mean of the parameters – Short-run models

Short lead
Parameters Simple probit Autoregressive Chauvet and

1-sl model probit 2-sl model Potter’s (2005) model
βc
0 -0.202 -2.601 -3.542
βc
1,t−2 -0.033 -0.032 -0.041
βc
2,t−1 -0.041 -0.006 -0.009
βc
2,t−2 -0.059 -0.032 -0.041
βc
2,t−3 -0.059 0.026 0.029
βc
2,t−4 -0.031 0.018 0.020
βc
3,t−3 -0.024 -0.021 -0.036
βc
3,t−5 -0.022 -0.049 -0.053
βc
4,t−1 -0.007 0.015 0.017
βc
5,t−2 -0.002 0.011 0.013
θsr - 0.572 0.822
φsr - 0.417 -
McFadden R2 0.171 0.841 0.785
The series for the short-run models are: s21, s31, s60, s65, and s71, respectively.

Table 4
Posterior mean of the parameters – Long-run models

Long lead (1)
Parameters Simple probit Autoregressive Chauvet and

1-ll model probit 2-ll model Potter’s (2005) model

βL
0 −21.289 −10.562 −12.423
βL
1,t−19 0.028 0.003 0.004

βL
1,t−20 0.008 −0.001 −0.001
βL
1,t−21 0.023 0.028 0.037

βL
1,t−22 0.016 −0.013 −0.016
βL
2,t−18 0.035 0.0421 0.051

βL
2,t−19 0.011 −0.004 −0.005
βL
2,t−20 0.032 0.007 0.008
βc
3,t−14 0.041 0.016 0.020

θlr − 0.464 0.738

φlr − 0.356 −
McFadden R2 0.572 0.913 0.824
The series for the long-run models are: s1, s60, and s65, respectively.
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Recession Probabilities

The estimated recession probabilities confirm the importance of considering an
autoregressive process for the latent variable and for the binary indicator, with
quite different signal-to-noise ratios from the recession forecasts. The posterior
mean of the recession probabilities from the probit models is given by the normal
cumulative distribution function Φ(.), shown in Figure 4 and 5 for the short- and
long-run models, respectively.

For the short-run models (Figure 4), recession probabilities increase before each
of the five recessions observed in the sample, as dated in Section 4. However, there
is a large difference between the signal-to-noise ratios obtained from the simple
probit model and from the dynamic probit model, yielding very different reces-
sion forecasts. The probabilities obtained from model 1 sl (simple probit model)
are noisy during expansionary periods and indicate recessions with relatively low
probability values. On the other hand, the performance of dynamic models is a
lot better than the simpler version. The recession probabilities from the proposed
model, which includes an autoregressive process for the latent variable and for the
binary indicator show a clear difference between recessions and expansions and,
therefore, less uncertainty about their interpretation. The probit model of Chau-
vet and Potter (C-P 2005) also has a quite better performance from the simple
probit model. However, compared with the recession probabilities of the probit
model proposed in this paper, the probabilities of the C-P sl model are noisier dur-
ing expansions and oscillate more during recessions, resulting in larger uncertainty
about the state of the economy.

If we assume that the capital goods sector enters into recession when its reces-
sion probabilities exceed 50%, the simple probit model yields several false recession
signals.16 Some of them are spikes in single months, but in 2005 this model falsely
indicates that the capital goods sector had a recession in the first six months of
that year. These false peaks during expansions are particularly problematic as
they cause great uncertainty about the end of expansions, in addition to affecting
the cumulative recession probabilities. Another drawback of model 1 sl is that
recession probabilities oscillate around 50% several times during recessionary peri-
ods, hindering the interpretation of the recession signal and of its end. The simple
probit model, thus, shows a very weak performance in terms of sensitivity (per-
centage of correctly predicted recessions) and specificity (percentage of correctly
predicted expansions).

On the other hand, an autoregressive process substantially increases the sensi-
tivity and specificity of the model (Figure 4, second panel). The recession proba-
bilities of the autoregressive probit model are smoother and their values are closer
to 0 or 1, showing a clear distinction between recessionary and expansionary peri-

16The false signals are observed in 1992:11, 1992:12, 1993:02, 1996:12, 1999:08, 2004:12,
2005:01, 2005:02, 2005:03, 2005:04, 2005:06, 2006:08 and 2006:09.
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Figure 4
Posterior Mean of Recession Probabilities: Simple Probit Model (Model 1 sl),

Autoregressive Probit Model (Model 2 sl) and Chauvet and Potter’s Model (Model C-P
2005) with short lead. The shaded area corresponds to the capital goods production

business cycle dating
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ods. Note that the probabilities consistently increase above 80% before and during
each recession in the sample. The resolution and accuracy of the probabilities are
considerably better than those of the simple probit model, both for forecasting
recessions and expansions. The resolution and accuracy of this model are also
better than those of Chauvet and Potter’s (2005) probit model.

With regard to the long-run models, the probabilities display more similar gen-
eral patterns (Figure 5). Both the simple probit and the dynamic probit models
forecast recessions with a horizon of 6 to 14 months. Although the recession prob-
abilities of the long-run simple probit model (model 1-ll) have better forecasting
properties than the probabilities of this same model in the short run (model 1-sl),
they still present some important drawbacks. The long-run probabilities of reces-
sions consistently rise over 60% before recessions, but with a variable lead between
1 to 3 years. Moreover, the probabilities oscillate around 50% even after they have
signaled a future recession, as occurred in 1996-1997 and in 2001-2002. Finally,
the probabilities rise over 50% during the expansion of 2006, falsely signaling a
recession. These characteristics of the probabilities hinder their interpretation as
well as their use as a real-time forecasting tool.

On the other hand, the autoregressive probit model has a more homogeneous
performance in the short and long run, despite the inclusion of different series
on each horizon. The dynamic probit model 2 ll correctly signals all recessions
with a stable forecasting lead. Furthermore, this model does not give any false
alarm of recessions. Compared with Chauvet and Potter’s (2005) model, the
recession probabilities of the proposed dynamic model display fewer oscillations
during recessions and, therefore, yields less uncertain signs of transitions between
cycle phases.

6.3 Recession Forecast for 2008-2009

This section examines the differences among the several models discussed pre-
viously in a real-time recession forecasting exercise. In particular, the posterior
mean of the hitting probabilities, probability intervals given by the posterior fore-
casting distribution, and the cumulative product of individual probabilities, in
addition to traditional monthly recession probabilities of the probit model, are
used to study the 2008-2009 recession.

The severe financial crisis that impacted the U.S. in mid-2008 was preceded by
a recession that had begun in December 2007, according to the NBER. At first,
this recession was relatively mild, with a moderate but positive growth in U.S.
GDP (0.6%) in the second quarter of 2008. However, with the insolvency of large
financial institutions and a sequence of negative shocks, the U.S. economic activity
experienced high negative rates, mainly in the fourth quarter of 2008 and in the
first quarter of 2009 (−6.8% and −4.9%, respectively). The U.S. financial crisis
spread quickly around the world and turned into a recession in Brazil from the
second half of 2008 onwards. The Brazilian GDP fell 3.5% in the fourth quarter
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Figure 5
Posterior Mean Recession Probabilities: Simple Probit Model (Model 1 ll),

Autoregressive Probit Model (Model 2 ll) and Model of Chauvet and Potter (Model
C-P 2005) with Long Lead. The shaded area corresponds to capital goods production

business cycle dating
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of 2008 and 1.5% in the first quarter of 2009. According to CODACE, the end of
the expansion (peak) in the Brazilian aggregate economic activity occurred in the
third quarter of 2008.

Based on the analysis carried out in Section 4, a corresponding recession in
the capital goods industry began in October 2008. The last monthly observation
for the series used available as of July 2009, month in which the first version of
this paper was written, was April 2009.17 Using the Bry-Boschan method based
on this information, the capital goods sector still had not come out of recession.
However, the probit models analyzed in this paper allow predicting the beginning
and end of recessions in the capital goods industry from 1 to 14 months before their
occurrence. Given the uncertainty about the beginning and end of recessions, the
analysis in this section illustrates the importance of developing leading models
that give effective signals of business cycle turning points in real time, before a
dating identifying the beginning and end of a recession is available.

Two forecasting exercises are implemented in this section. First, the forecasting
power of the models is tested with respect to their ability to identify the peak in
October 2008. This is implemented by estimating the models up to December
2007, and leaving the months from January 2008 to April 2009 for the out-of-
sample real-time forecast analysis. Second, the models are used to predict the
end of this recession in real time. The real-time forecast is undertaken assuming
that the capital goods sector was still in a recession up to December 2008. The
subsequent months in 2009 are then used for the real-time forecast.

Month-to-Month Traditional Probabilities – Out-of-Sample Forecast

Figures 6 and 7 show the posterior mean of the recession probabilities obtained
out of sample for individual months in 2008-2009 for all models considered.

The forecasting horizon used in the short-term model is K = 1 month. As can
be observed in Figure 6, the simple probit model 1 sl indicates a recession in the
capital goods industry only in November 2008. In other words, instead of forecast-
ing a recession, the signal from this model is lagged, predicting the recession only
one month after beginning. On the other hand, the recession probability from the
autoregressive probit model 2 sl increases above 50% in August 2008, forecasting
the beginning of recession two months ahead, whereas model C-P sl forecasts the
recession one month ahead. All models indicate decrease in the recession prob-
ability from February 2009 on, but the proposed model 2 sl displays a sharper
decline.

Figure 7 shows the forecast results for the long-run probit models. Again,
the recession probability of simple probit model 1-ll only increases above 50% in
November 2008, although this model was built to forecast recessions with a long

17The B-B method only identifies a turning point at least six months after its occurrence.
Updating the analysis with more recent data (up to April 2011), we note that the end of the
recession in the capital goods industry occurred in May 2009, as discussed in Section 4.
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Figure 6
Real-Time Recession Probabilities: Simple Probit Model (Model 1 sl —),

Autoregressive Probit Model (Model 2 sl ) and Chauvet and Potter’s Probit Model
(Model CP sl - - -) with Short Lead (The vertical line indicates the beginning of the

recession in the capital goods sector)
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Figure 7
Real-Time Recession Probabilities: Simple Probit Model (Model 1 ll —),

Autoregressive Probit Model (Model 2 ll ) and Chauvet and Potter’s Probit Model
(Model CP ll - - -) with Long Lead (The vertical line indicates the beginning of the

recession in the capital goods sector)
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lead. On the other hand, the recession probabilities of the proposed autoregressive
probit model 2-ll increase above 50% from April 2008 on, forecasting this reces-
sion with a six-month lead, whereas the model C-P ll forecasts the peak with a
five-month lead. Note also that the probabilities of the proposed autoregressive
probit model decrease from September 2008 on, correctly forecasting the end of
the recession in the first quarter of 2009, as also determined by CODACE for the
aggregate Brazilian economic activity.18 The recession probabilities of the sim-
ple probit model, on the other hand, show an uptrend until the last observation,
incorrectly indicating a continuation of the recession throughout 2009.

First-Time Hitting Probabilities – Real-Time Forecast

One of the major contributions of the method used is the possibility of fore-
casting recession through the analysis of the posterior mean of the first-time hit-
ting probabilities, which yield more accurate forecasts. The method discussed in
Section 3 is applied to the long lead models, which allow analysis of the future
performance of the economy on a horizon greater than six months. This is im-
plemented by building real-time probabilities that the capital goods industry was
still in recession in July 2009. Table 5 summarizes these results.

Table 5
Real-time probabilities

Model 1 ll Model 2 ll Model CP ll
Probability of Expansion in 2009:07 12.4% 58.1% 52.3%
Above — 97.5 percentile 86.8% 81.9% 85.4%
Below — 2.5 percentile 25.3% 52.7% 47.6%

The first-time hitting probability of expansion in July 2009 is only 12% for
the simple probit model. However, the uncertainty about this probability of ex-
pansion is large, with an interval between 25% and 87%. Thus, this confidence
interval includes both the possibility that the economy was in expansion in that
month (probability of expansion greater than 50%) or that it remained in recession
(probability of expansion less than 50%). On the other hand, the first-time hit-
ting probability of expansion in June 2009 was 58% for the proposed autoregressive
probit model and 52% for the C-P model. In the case of the proposed model, the
uncertainty over this value is substantially lower than that of the simple probit
model, with values between 53% and 82%. Therefore, this model shows clear signs
that the capital goods industry was in an expansion in July 2009. Note that this
information is based only on data up to December 2008.19 The C-P model also

18CODACE announced in May 2009 that the recession in Brazil had ended in the first quarter
of 2009.

19In addition, when the first version of this paper was written, in July 2009, there was large
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indicates signs of expansion in the sector in July 2009. However, note that the
probability confidence interval is between 48% and 85%. The uncertainty around
the probability from this model is larger than that of the proposed autoregres-
sive model, and the interval includes the possibility that the economy was still in
recession (the probability of expansion is below 50% for the 2.5% percentile).

In summary, the out-of-sample signals from the long-run simple and dynamic
probit models with respect to the 2008-2009 recession are quite different. The
recession probabilities from the simple probit model show large uncertainty over
their values, hindering a more conclusive interpretation of the end of the 2008-2009
recession. On the other hand, the recession probabilities from the autoregressive
probit model decrease considerably in the first half of 2009. The probability that a
recession in the capital goods industry had already ended in June 2009 is high, and
this forecast is less uncertain than that of the simple probit model. The proposed
autoregressive model also displays less uncertainty about this forecast, compared
with Chauvet and Potter’s (2005) probit model.

7. Conclusion

The main goal of this paper is the construction of leading indicators of the
capital goods industrial production, as well as the determination of their recession
and expansion periods, using the proposed autoregressive probit model. Simple
and dynamic probit models are used to forecast recessions in this industry within-
and out-of-sample. From 1991 to 2009, this sector was characterized by five reces-
sionary periods, with a mean recession duration of 15 months and of 36 months
for expansionary periods. The phases of the business cycle in this industry are,
thus, longer-lasting and more intense than in the aggregate economy.

In order to identify turning points in real time in the capital goods production
sector, one needs information on economic series several months after the turning
point takes place. Thus, if a turning point occurs at the end of the available
sample, its identification is hindered in real time. However, the beginning and
end of recessions can be forecast with a long lead through the use of leading
indicators as constructed in this paper, even when turning points occur at the
end of the sample. Starting from around 200 variables, we select six best series,
which are economically and statistically important in predicting the business cycle
of the capital goods production in the short and long run. The probit models
are used to form real-time forecasts. The models in this paper allow forecasting
the beginning and end of recessions in the capital goods industry between 1 and
14 months before their occurrence. Given the uncertainty over the end of the
last recession in the capital goods industry at the time this paper was written,

uncertainty over the end of recession, since the latest available data were for April 2009. CO-
DACE announced in May 2009 that the recession in Brazil ended in the first quarter of 2009.
As explained in Section 4, the application of the B-B method for more recent data, up to April
2011, indicates that the trough in the capital goods production sector occurred in May 2009.
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the analysis illustrates the importance of developing leading models that provide
effective signals of business cycle turning points.

The models imply different signals concerning the probability of future re-
cessions. The recession probabilities of the simple probit model display a large
uncertainty interval, hindering assessment regarding the end of the 2008-2009 re-
cession. On the other hand, the real-time recession probabilities of the dynamic
probit model proposed in this paper indicate that the recession probabilities were
sharply decreasing in the first half of 2009. The probability that the recession had
already ended in July 2009 is high, and this forecast is less uncertain than the one
from the simple probit model.
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